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ABSTRACT

Injector flow dynamics and primary breakup processes are known to play a pivotal role in determining combustion and emissions in diesel engines. In the present study, we examine the effects of primary breakup modeling on the spray and combustion characteristics under diesel engine conditions. The commonly used KH model, which considers the aerodynamically induced breakup based on the Kelvin–Helmholtz instability, is modified to include the effects of cavitation and turbulence generated inside the injector. The KH model and the new (KH-ACT) model are extensively evaluated by performing 3-D time-dependent simulations with detailed chemistry under diesel engine conditions. Results indicate that the inclusion of cavitation and turbulence enhances primary breakup, leading to smaller droplet sizes, decrease in liquid penetration, and increase in the radial dispersion of spray. Predictions are compared with measurements for non-evaporating and evaporating sprays, as well as with flame measurements. While both the models are able to reproduce the experimentally observed global spray and combustion characteristics, predictions using the KH-ACT model exhibit closer agreement with measurements in terms of liquid penetration, cone angle, spray axial velocity, and liquid mass distribution for non-evaporating sprays. Similarly, the KH-ACT model leads to better agreement with respect to the liquid length and vapor penetration distance for evaporating sprays, and with respect to the flame lift-off location for combusting sprays. The improved agreement is attributed to the ability of the new model to account for the effects of turbulence and cavitation generated inside the injector, which enhance the primary breakup. Results further indicate that the combustion under diesel engine conditions is characterized by a double-flame structure with a rich premixed reaction zone near the flame stabilization region and a non-premixed reaction zone further downstream. This flame structure is consistent with the Dec’s model for diesel engine combustion [Dec, 1997] [1], and well captured by a newly developed flame index based on the scalar product of CO and O2 mass fraction gradients.

1. Introduction

The diesel engine has been the preferred power train for heavy-duty applications due to high energy density and efficiency. Moreover, there has been noticeable reduction in pollutants and noise emissions as a result of many innovations, especially in direct injection systems combined with turbo charging. However, engine manufacturers continue to face new challenges to improve engine efficiency and meet increasingly stringent emission regulations with respect to NOx and particulate matter. For instance, the US EPA’s current requirements for heavy duty truck engines manufactured after 1st January 2008 are set at 0.01 g/bhp-h for particulates and 0.2 g/bhp-h for NOx, both an order of magnitude lower than those a decade ago. This provides a clear motivation for engine manufacturers to make enhancements in fuel injection system and combustion processes, based on fundamental understanding, and further reduce engine’s raw emissions and improve fuel consumption.

In a diesel engine the liquid fuel is injected into the combustion chamber near the end of the compression stroke. Following injection, the fuel undergoes atomization and vaporization processes, followed by fuel–air mixing, ignition, and establishment of a lifted flame in the chamber. The dominant combustion processes associated with this flame are illustrated in Fig. 1, which is based on experimentally obtained laser sheet images of diesel combustion [2]. The figure shows a cold fuel jet (dark brown1 region) and a fuel vapor rich region (light brown region) preceding a fuel-rich premixed flame (represented by the thin blue region), and a diffusion cloud.

1 For interpretation of color in Figs. 1, 3–17 the reader is referred to the web version of this article.
The fuel injection and atomization processes are extremely complex involving transient two-phase, turbulent flows at high pressures, with a wide range of temporal and spatial scales. Consequently, the theoretical and computational studies of these flows have been very challenging. Various approaches used to model these flows can be broadly grouped into two categories. One approach follows an Eulerian–Lagrangian methodology [13], whereas the gas-phase equations are solved using Reynolds Averaged Navier Stokes (RANS) or Large Eddy Simulation (LES) methods, while the dispersed phase is solved using a Lagrangian formulation, tracking individual droplet parcels. Appropriate algorithms are employed to interpolate the gas-phase properties at the Lagrangian locations, and to distribute the interphase source terms at the Eulerian grid. One limitation of this approach is the insufficient grid resolution in the near injector region and the grid-independence of simulations, due to the basic assumption of Eulerian cell volume being sufficiently larger than the dispersed phase volume within the cell [14]. The second approach follows the Eulerian–Eulerian two-fluid methodology [15], treating different size classes of droplets as separate and inter-penetrating phases and solving conservation equations for each of them. A major disadvantage of this approach is the excessive computational effort required as the droplet size distribution becomes wider. Some recent studies [11,16] have employed a hybrid approach, using an Eulerian method in the dense spray region, and switching to a Lagrangian method in the dilute region. It is important to note that for any of these approaches, the accuracy of simulations critically depends upon the sub-models used to represent the various dispersed phase processes, such as atomization, droplet collision, deformation, and vaporization. In particular, the modeling of atomization, especially in the near nozzle region, has been shown to be pivotal in determining the spray and combustion characteristics in diesel engines [8,11,12,17,18]. A realistic atomization model in the primary breakup region should include the essential physics associated with the two-phase flow both inside and outside the injector.

While there have been extensive studies of the primary and secondary atomization phenomena, fundamental processes associated with these phenomena are still not well understood. The liquid jet breakup is known to be caused by the Kelvin–Helmholtz (KH) and Rayleigh Taylor (RT) instabilities at the interface of the two fluids. The KH instability is due to high shear at the interface, while the RT instability is related to density difference between the two fluids. Accordingly, the most commonly used atomization models, namely the KH and RT models, are based on a linear analysis of these instabilities [19–21]. The literature review indicates that the Eulerian–Lagrangian approach using the KH–RT atomization models has been widely employed for diesel engine simulations. Most CFD-based engine simulation codes employ this methodology, using KH model for the primary breakup and a combination of KH–RT models for the secondary breakup. This approach has been found to be computationally efficient and reproduce the global spray behavior reasonably well. However, several studies have shown that fuel atomization in the region close to the injector nozzle is also strongly influenced by cavitation and turbulence in the liquid jet [12,22]. The cavitation structures developed inside the nozzle orifice can reach the exit, implode, and cause jet integration. Similarly turbulent eddies emerging from the nozzle can cause further jet disintegration. While the effects of cavitation and turbulence on the primary breakup are well established, most of the atomization models used in CFD-based engine simulations only consider aerodynamic jet breakup based on the KH instability.

The present study aims to investigate the effects of modeling the primary breakup processes on the spray and combustion characteristics under diesel engine conditions. In our previous study [23,24], the KH model was modified to include the effects of cavi-
tation and turbulence on primary atomization, and tested using the X-ray radiography data in the near nozzle region. In the present study, this improved primary breakup model is used to examine the effects of primary breakup on the spray and combustion characteristics. Since the specification of cavitation and turbulence at the injector exit requires information about the inner nozzle flow, the primary breakup model is quasi-dynamically linked to the inner nozzle flow simulations. The KH-ACT model is comprehensively tested using the spray vaporization and combustion data reported by Siebers and co-workers[3–5]. The model is then used to examine the effects of cavitation, and turbulence on the spray and combustion characteristics under diesel engine conditions. Simulations are performed using the CFD code “CONVERGE”, based on the Eulerian–Lagrangian approach [25–28].

The effects of cavitation and turbulence on primary atomization have been investigated in some previous studies. Arcoumanis and Gavaisses [8] examined the effect of cavitation using a 1-D wave model for the injector flow dynamics. Huh and Gosman [29] developed a phenomenological model to consider the effects of turbulence on the jet breakup. Bianchi et al. [30] included the effects of cavitation and turbulence in the KH model. However, cavitation and turbulence levels at the nozzle exit were computed using a 1-D model and an analytical expression, respectively, while in our approach, the improved primary breakup model is quasi-dynamically linked to the inner nozzle flow simulations. As noted in the next section, there are also other differences pertaining to the implementation of turbulence and cavitation effects in the model. Berg et al. [31] examined the effects of turbulence and cavitation by dynamically coupling the inner nozzle and spray simulations. In summary, except for the study of Berg et al., the effects of cavitation, liquid-phase turbulence, and inner nozzle flow on spray and combustion characteristics have not previously been comprehensively investigated. While the above effects have been examined under some conditions, the ability to capture the spray characteristics even qualitatively with varying degree of cavitation and turbulence has not been established. This provided the major motivation for the present study.

The paper is organized as follows. First we briefly describe the physical–numerical model, including a description of the improved primary breakup (KH-ACT) model incorporating the cavitation and turbulence effects. Then we discuss results in two parts. The first part deals with the effects of primary breakup modeling on the non-evaporating spray characteristics, while the second part focuses on differences between the KH and KH-ACT models in predicting the evaporating and reacting spray characteristics under diesel engine conditions. Conclusions are presented in the last section.

2. Physical–numerical model

The physical–numerical model is based on an Eulerian–Lagrangian description of the two-phase flow. The gas-phase flow field is described using the Favre-Avereaged Navier–Stokes equations in conjunction with the RNG k–ε turbulence model. The length and time scales for the spray are too small to be resolved computationally, necessitating the use of sub-grid scale models to describe the spray physics. The spray is represented by a stochastic system of a discrete number of parcels, which are tracked computationally using a Lagrangian scheme. The two-phases are coupled through the mass, momentum, and energy exchange terms, which are present in both the liquid- and gas-phase equations. The gas-phase equations are solved on a Eulerian grid using a finite volume methodology, and a semi-implicit hybrid scheme. All the transported quantities are collocated at the cell center as opposed to a staggered arrangement. The Rhie–Chow interpolation scheme was used to maintain the collocated variables and eliminate undesirable checker boarding which can arise due to a staggered approach. The pressure–velocity coupling is achieved using the Pressure Implicit with Splitting of Operators (PISOs) method. Further details can be found in Refs. [27,28].

2.1. Grid generation

Simulations are performed using a CFD code ‘CONVERGE’ [25–27], which employs an innovative cut-cell Cartesian method for grid generation. The grid is generated internally to the code at run-time. For non-evaporating sprays the base grid size was fixed to 4 mm. In order to resolve the flow field near the injector, a fixed grid embedding was employed with three levels of adaptive mesh refinement for the velocity field such that the minimum grid size was 0.5 mm. A cylindrical geometry of 50 mm in diameter and 200 mm in length was generated. Fig. 2 presents the adaptive mesh evolution with time for the non-evaporating spray simulations. For evaporating sprays the base grid size was fixed to 8 mm. A fixed grid embedding was employed such that the minimum grid size was 0.5 mm, and four levels of adaptive mesh refinement were employed for the velocity field. In order to match the spray chamber geometry, a cube of 108 mm was generated.

2.2. Spray and combustion models

Spray processes that were modeled include the following: jet atomization, droplet breakup, drop distortion and drag, droplet interactions in terms of collision and coalescence, turbulent dispersion, drop vaporization, and spray wall interaction. The two-phases are coupled through the exchange of mass, momentum, and energy, represented by the appropriate source terms in the gas-phase equations. Since these models are discussed elsewhere [25–27], only a brief description is provided here. However, the KH breakup

Fig. 2. Grid generated in CONVERGE at different times during the simulation for non-evaporating sprays described in Table 1. The field of view in axial and radial direction is 200 mm and 50 mm, respectively.
model, which is the primary focus of this study, is described in some detail. Droplet collisions are based on the No Time Counter (NTC) algorithm [32]. Once collision occurs, the outcomes of the collision are predicted as bouncing stretching, reflexive separation, or coalescence [33]. A single component droplet evaporation model [13] based on Frossling correlation is used. A dynamic drag model is used which accounts for the effects of drop distortion, linearly varying between the drag of a sphere and a disk [34]. Liquid–gas coupling is performed using the nearest node approach [27]. The effects of turbulence on droplet dynamics is included through a standard turbulent dispersion model [13]. Detailed kinetic modeling is performed using the SAGE chemical kinetic solver [25–27] with n-heptane mechanism developed at Chalmers University [35]. The mechanism consists of 42 species and 168 reactions for n-heptane combustion and NO₃ formation, and was directly coupled with the gas phase calculations using a well-stirred reactor model.

2.3. KH model

The injection process is simulated using a blob model, which injects liquid droplet parcels with a diameter equal to an effective nozzle diameter. The KH and the KH-ACT primary breakup models are used to predict the subsequent droplet breakup. The KH model considers breakup resulting from unstable waves growing at the liquid surface. Due to the relative velocity between the gas and liquid phases, the growth of KH instabilities induces the shearing of the droplets from the liquid surface as depicted in Fig. 3a. The breakup of droplet parcels is calculated by assuming that the radius of newly formed droplets \( r_{KH} \) is proportional to the wavelength of the fastest growing unstable surface wave on the parent droplet i.e.,

\[
r_{KH} = B_{0}A_{KH}
\]  

where \( B_{0} \) is a constant. \( A_{KH} \) is the wavelength corresponding to the KH wave with the maximum growth rate \( \Omega_{KH} \) given by:

\[
\Omega_{KH} = \frac{0.34 + 0.38W_{e}^{1.5}}{(1 + Z)(1 + 1.47W_{e}^{0.5})} \left( \frac{\sigma}{\rho_{r}l} \right)^{1/3} \left( 1 + 0.45Z \right)
\]

\[
A_{KH} = \frac{9.02r_{KH}^{2}(1 + 0.45Z)}{(1 + 0.865W_{e}^{0.8})^{3/2}}
\]

where

\[
Z(\text{Ohnesorge number}) = \frac{W_{e}^{2/3}r_{KH}}{Re_{g}} \quad \text{and} \quad \text{We}(\text{Weber Number}) = \frac{\rho_{r}U_{r}^{2}r_{KH}}{\sigma}
\]

\[
\text{Re}(\text{Reynolds Number}) = \frac{Ur_{KH}}{v} \quad \text{and} \quad \text{T}(\text{Taylor Number}) = \frac{Z}{W_{e}^{2/3}}
\]

Here \( \sigma, \rho_{r}, U_{r}, \rho_{l}, \) and \( v \) are, respectively, the surface tension, gas density, relative velocity magnitude between the two-phases, liquid density, and liquid viscosity. During breakup the radius of the parent droplet parcel \( r \) decreases continuously according to the following equation until it reaches the stable droplet radius \( r_{KH} \):

\[
\frac{dr}{dt} = \frac{r - r_{KH}}{\tau_{KH}}, \quad r_{KH} \leq r
\]

\[
\tau_{KH}(\text{Breakup time}) = \frac{3.276B_{r}r}{2\Omega_{KH}A_{KH}}
\]

Here \( B_{r} \) is a KH model constant. Mass is accumulated from the parent droplet until the shed mass is equal to 5% of the initial parcel mass. At this time a new parcel is created with a radius given by Eq. (1). Except for the radius and velocity, the new parcel is given the same properties as the parent parcel. The new parcel is given a component of velocity randomly selected in the plane orthogonal to the direction of the parent parcel, and the momentum of the parent parcel is adjusted so that the momentum is conserved. The magnitude of the new parcel velocity is the same as that of the parent parcel. The child droplets undergo secondary breakup due to the competing effects of KH and Rayleigh Taylor [9,21] models. A breakup length [21] is employed such that the KH or KH-ACT model is employed for primary breakup in the breakup length region, whereas the KH and RT models compete to breakup the droplet outside the breakup length. The model constants used can be found in our previous studies [36].

As discussed earlier, the primary breakup in the region very close to the injector nozzle is also influenced by cavitation and turbulence generated inside the nozzle. The improved primary breakup model incorporating these effects is described below.

2.4. Turbulence induced breakup

According to Huh and Gosman [29] the turbulent fluctuations in the jet are responsible for the initial perturbations on the jet surface. These waves grow according to KH instabilities until they breakup from the surface as depicted in Fig. 3b. The relevant length \( L_{f}(t) \) and time \( \tau_{f}(t) \) scales for turbulence induced breakup are calculated as follows:

\[
L_{f}(t) = C_{p}\left( K(t)^{1.5}/\varepsilon(t) \right)
\]

\[
\tau_{f}(t) = C_{p}(K(t)/\varepsilon)
\]

where \( K(t) \) and \( \varepsilon(t) \) are, respectively, the instantaneous turbulent kinetic energy and dissipation rate, and \( C_{p} \) and \( C_{e} \) are turbulence model constants. Assuming isotropic turbulence for the liquid phase and neglecting the diffusion, convection, and production terms in the \( k-\varepsilon \) equation, \( K(t) \) and \( \varepsilon(t) \) for a parcel can be estimated as:

Fig. 3. Schematic representation of different primary breakup mechanisms (a) aerodynamically induced, (b) turbulence induced, and (c) cavitation induced.
\[ K(t) = \left\{ \frac{(K_0)^{C_k}}{K_0(1 + C_p - \mu C_s) + \varepsilon_0 t(C_z - 1)} \right\}^{1/(1 - C_z)} \tag{9} \]

\[ \varepsilon(t) = \varepsilon_0 \left\{ \frac{K(t)}{K_0} \right\}^{C_s} \tag{10} \]

where \( K_0 \) and \( \varepsilon_0 \) are the initial values at the nozzle exit at start of injection (SOI), determined from nozzle flow simulations [37]. The traditional approach is to determine these values using a simple force balance, not accounting for the decay in turbulence levels [30]. The approach used in this study thus provides a more accurate representation of turbulence quantities at any time step.

2.5. Cavitation induced breakup

Cavitation patterns generated inside the injector nozzle can reach the nozzle exit, and their implosion enhances jet atomization as depicted in Fig. 3c. The underlying assumption is that cavitation patterns are transported to the jet periphery by the turbulence velocity inside the liquid, and either burst at the periphery or collapse before reaching it. For both cases, a characteristics time scale is calculated, the smaller one causing breakup. Following Bianchi and Pelloni [30] and Arcoumanis and Gavaises [12], the characteristic cavitation time scale \( (\tau_{CAV}) \) is calculated as:

\[ \tau_{CAV} = \min(\tau_{Collapse} : \tau_{Burst}) \tag{11} \]

The bubble collapse time is calculated from Rayleigh Plesset theory [38] as the time taken for a bubble of a given radius “r” to decrease to 0:

\[ \tau_{Collapse} = 0.9145 R_{CAV} \left( \frac{P_1}{P_v} \right) \tag{12} \]

where, \( p_v \) is the fuel vapor pressure, \( \rho_1 \) the fuel density, and \( R_{CAV} \) is the effective radius of an equivalent bubble from the nozzle calculated as:

\[ R_{CAV} = r_\text{hole} \sqrt{(1 - C_0)} \tag{13} \]

The area reduction coefficient \( (C_0) \) is calculated from flow simulations inside the injector [37] and \( r_\text{hole} \) is the exit radius of the nozzle orifice. The average time required for a cavitation bubble to reach the periphery of the jet can be estimated as:

\[ \tau_{Burst} = \frac{r_\text{hole} - R_{CAV}}{u_\text{turb}} \tag{14} \]

where the turbulent velocity \( u_\text{turb} = \sqrt{2k/\rho} \) is obtained from inner nozzle flow simulations. The length scale for the cavitation induced breakup is calculated as:

\[ L_{CAV} = R_{CAV} \tag{15} \]

2.6. Aerodynamically induced breakup model

The KH model described in the previous section is used to calculate the instantaneous length and time scales for every parcel:

\[ L_{KH} = r - R_{KH} \tag{16} \]

\[ \tau_{KH} = \frac{3.276B_1 r}{\Omega_{BH} \Lambda_{KH}} \tag{17} \]

The ratio of length and time scales for each process is calculated. As seen from Eqs. (5) and (19), rate of decrease in droplet radius scales with the ratio of length to time scale. Thus the largest ratio determines the dominant breakup process.

\[ \frac{L_A}{\tau_A} = \max \left\{ \frac{L_{KH}(t)}{\tau_{KH}(t)} \frac{L_{CAV}(t)}{\tau_{CAV}(t)} \frac{L_1(t)}{\tau_1(t)} \right\} \tag{18} \]

If aerodynamic-induced breakup process is dominant, then the KH model, as represented by Eq. (5), is employed for primary atomization. However, if cavitation or turbulence processes dominate then the following breakup law is used:

\[ \frac{dr}{dt} = -C_{CAV} \frac{L_A}{\tau_A} \tag{19} \]

This new primary breakup model, which includes the effects of aerodynamics, cavitation, and turbulence, is called KH-ACT model in this paper. It should be noted that the KH-ACT model introduces only one additional constant \( (C_{CAV}) \), and its value was kept fixed for all the simulations presented in this paper. We have previously reported comprehensive validation of the KH-ACT model using measurements for non-evaporating and evaporating sprays, and for different configurations and injectors [23,28]. The same model constant was used for these validations, indicating robustness of the model. Parent parcels are subjected to primary breakup only, while child parcels are subjected to a competition between KH (or KH-ACT) and RT breakup. It is also important to note the differences between our approach and that used by Bianchi et al. [30]. First of all, the primary breakup model in the present study is quasi-dynamically linked to the inner nozzle flow simulations to provide cavitation in the nozzle exit. In the cited study, cavitation and turbulence levels at the nozzle exit were computed using simplified models. In addition, Bianchi et al. used the characteristic time scales in determining the dominant breakup mechanism, while our model considers the ratios of length and time scales. Moreover, Bianchi et al. assumed that the turbulent kinetic energy and its dissipation rate associated with a given parcel are invariant with time, whereas we consider their temporal variation using the \( k-c \) turbulence model.

Two different injectors were considered in this study; a full-production mini-sac injector used at Argonne National Lab [39] for X-ray measurements (for non-evaporating sprays) of fuel distribution in the near nozzle region, and a common-rail injector used at Sandia National Lab [4] for evaporating and combusting spray measurements. Since sufficient information about the injector geometry, injection rate profile etc., was available for the first injector, detailed 3-D turbulent flow simulations were performed. The inner nozzle flow simulations provided the necessary boundary conditions for the primary breakup model in terms of turbulent kinetic energy, turbulence dissipation rate, and amount of cavitation [37] at the nozzle exit. Simulations were performed at different needle lift positions to obtain transient data for turbulence and cavitation parameters through the range of injection duration. Analogous to the rate of injection (ROI) profile providing information for the injected droplet parcels [37], nozzle flow simulations provided information on cavitation and turbulence levels to these parcels. Thus the changes in amount of cavitation, turbulence, discharge coefficient, and injection velocity with different nozzle geometries were computed. Consequently, compared to the KH model, which only accounts for the changes in injection velocity and discharge coefficient, the KH-ACT model is more robust. However, for the second injector, geometric details were not available, and, consequently, empirical correlations were employed to compute the turbulence and cavitation levels at the nozzle exit [30].

3. Results and discussion

In order to examine the effect of primary breakup modeling on the spray and combustion characteristics, simulations using the KH and the KH-ACT primary breakup models are compared against the measurements for non-evaporating and evaporating sprays, as well as for combusting sprays under diesel engine conditions.
Fig. 4 presents the comparison of X-ray radiography measurements with predictions using the KH and KH-ACT models for a non-evaporating spray in the near nozzle region of a full-production injector [39,40]. The experimental conditions are listed in Table 1. The comparison is shown in terms of the transverse distributions of projected mass density 0.99 ms after start of injection (SOI) at fixed axial locations for an injection pressure of 1100 bar (cf. Table 1). As discussed in Refs. [39,40], the X-ray radiography technique provides line-of-sight measurement of the liquid mass density (mass/area) in the highly dense spray region. The standard deviation in the mass density measurement was approximately 1.1 μg/mm², (less than 1%), with somewhat higher value in the very dense spray region [39]. These measurements represent ensemble average of 128 injections.

Simulations were performed in a 3-D geometry, and post-processed [41] to yield the projected mass density. As indicated in Fig. 4, both the models capture qualitatively the experimentally observed variation of projected mass density, which has a Gaussian distribution with the peak of this bell shape curve decreasing with the axial distance due to atomization and dispersion of resulting droplets. There are, however, quantitative differences between the two models. The KH model overpredicts the peak mass density and underpredicts spray dispersion compared to the KH-ACT model and measurements. This implies that the liquid penetration is overpredicted with the KH model. These differences can be directly attributed to the cavitation and turbulence effects, which enhance primary breakup, producing more child droplets and increasing spray dispersion for the KH-ACT model. The differences in terms of liquid penetration and spray dispersion for the two models can be seen more clearly in Fig. 5, which presents the computed spray structures in terms of the instantaneous droplet locations at 0.5 ms, 1.5 ms, and 2.5 ms after SOI. Fuel droplets are shown demarcated by their sizes. The instantaneous images clearly indicate that with the KH-ACT model, the liquid penetration is reduced while the dispersion is increased. For example, at 1.5 ms after SOI, the liquid penetration predicted with the KH model is about 15 mm higher than that obtained using the KH-ACT model. The increased dispersion leads to larger spray cone angle for the KH-ACT model; for example the predicted cone angles using the KH-ACT model and KH model are 16° and 13°, respectively. Here the cone angle is calculated by using the transverse locations at which the liquid mass density is 60% of the value at the spray axis.

Results so far have focused on the effect of primary breakup models on the near field spray behavior. The effect on the far field spray behavior is depicted in Figs. 6 and 7. Fig. 6 presents the transverse integrated mass (TIM) (Fig. 6a) and normalized axial spray velocity (Fig. 6b) vs. axial position based on X-ray measurements [39,44] and simulations at 0.99 ms after SOI for the two injection pressures. Note that spray velocity has been commonly used to characterize diesel sprays [42–44]. The TIM was obtained by integrating the projected density distribution (cf. Fig. 4) at a given time and axial location. The procedure to obtain the axial spray velocity from X-ray measurements has been described in previous studies [40,44]. In simulations, the spray velocity was computed by averaging the axial velocity on mass basis using all the droplet parcels at a given axial location. Both the predictions and measurements indicate that TIM increases up to a certain axial location and then decreases. This behavior is related to the ROI profile used and the fact that the spray broadens initially and then thins down near the head vortex, which decreases the mass per unit length in this region. The increase in TIM with axial position in the near field is

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection system</td>
<td>Caterpillar HEUI 315B</td>
</tr>
<tr>
<td>Nozzle geometry</td>
<td>Cylindrical, non-hydroground</td>
</tr>
<tr>
<td>Number of orifices</td>
<td>6</td>
</tr>
<tr>
<td>Orifice diameter</td>
<td>169 μm with L/D = 4.412</td>
</tr>
<tr>
<td>Injection pressure (Bar)</td>
<td>Case 1: 1100</td>
</tr>
<tr>
<td>Fill gas</td>
<td>Nitrogen (N₂)</td>
</tr>
<tr>
<td>Chamber density (kg/m³)</td>
<td>34.13</td>
</tr>
<tr>
<td>Chamber temperature (K)</td>
<td>298</td>
</tr>
<tr>
<td>Fuel</td>
<td>Viscor &amp; cerium blend</td>
</tr>
<tr>
<td>Fuel density (kg/m³)</td>
<td>865.4</td>
</tr>
<tr>
<td>Fuel injection temperature (K)</td>
<td>313</td>
</tr>
</tbody>
</table>

**Fig. 5.** Simulated spray structure at 0.5 ms for (a) KH model, (b) KH-ACT model; at 1.5 ms (c) KH model, (d) KH-ACT model; and at 2.5 ms (e) KH model, (f) KH-ACT model, for case 1 (cf. Table 1). The droplet radius scale is shown on the right. ‘S’ represents the peak spray tip penetration. The field of view in the axial and radial directions is 200 mm and 50 mm, respectively.

**Fig. 4.** Comparison of KH and KH-ACT models against X-ray data (Table 1) in terms of transverse distribution of projected liquid mass density for case 1.
reasonably well captured by the two models. However, the KH model underpredicts TIM compared to measurements and predictions with the KH-ACT model. Moreover, the peak in TIM for the KH model occurs at a higher axial location compared to that for the KH-ACT model. These differences are related to the fact that for the same injected mass as a given instant, the liquid penetration is overpredicted with the KH model.

As indicated in Fig. 6b, the spray velocity decreases rapidly in the near field region due to high ambient density. While both the models capture this behavior, predictions using the KH-ACT model are in better agreement with measurements. The KH model overpredicts the spray velocity compared to measurements and predictions using the KH-ACT model, and the difference again is related to the reduced rate of primary atomization predicted by the KH model, which results in larger droplets with higher velocities. Note that the lack of smoothness in the predicted plots is due to the post-processing of dispersed phase properties that are based on the Lagrangian formulation.

In order to isolate the effects of cavitation and turbulence on the spray behavior, Fig. 7 presents the temporal variation of liquid penetration and Sauter Mean Diameter (SMD) computed using the two models for an injection pressure of 1100 bar. For the KH-ACT model, results are shown with the cavitation and turbulence effects included, only cavitation included, and only turbulence included. The liquid penetration has been extensively used to characterize the atomization and spray behavior in diesel engines. In our simulations, the liquid penetration is defined by the axial location which encompasses 97% of the injected fuel mass. Results in Fig. 7 indicate that the liquid penetration is strongly influenced by turbulence and cavitation generated inside the nozzle, both of which enhance the rate of primary breakup, resulting in more child parcels and thus smaller SMD, as indicated in Fig. 7b. At 3 ms from SOI, the difference between the penetration lengths predicted by the KH and KH-ACT models is as much as 20 mm. This also implies that with the KH-ACT model, the effect of ambient gas density on droplet deceleration becomes more pronounced. Moreover, for the conditions investigated, turbulence has a greater influence on primary breakup, and on liquid penetration, compared to cavitation. This is simply due to the fact that for the present conditions, the amount of cavitation generated inside the nozzle was relatively small [37]. It is also interesting to note that liquid penetration during the very early time period (t ≤ 0.15 ms) is insensitive to the breakup model. This implies that the initial penetration mostly

![Fig. 6. Comparison of KH and KH-ACT models against the X-ray data (Table 1) in terms of (a) transverse integrated mass (TIM) vs. axial position and (b) normalized spray axial velocity vs. axial position, at 0.99 ms after SOI for cases 1 and 2.](image1)

![Fig. 7. Effect of different primary breakup models on (a) spray penetration and (b) Sauter Mean Diameter for the complete injection duration for case 1 (cf. Table 1).](image2)
depends on the ROI profile, and ambient gas effects become important further downstream [23,39]. Another important aspect concerns as to how far downstream the effect of cavitation and turbulence on the primary breakup lasts. Based on present results, these effects seem to be important up to about 10 mm, i.e., about 60 nozzle diameters. Further downstream, the primary breakup process is dominated by the aerodynamic or KH instability mechanism.

4. Effect of primary breakup model on evaporating spray characteristics

The effect of primary breakup modeling for evaporating sprays is examined by comparing simulations with the measurements of Naber and Siebers [3] and Siebers [6] in a constant volume combustor. The data were reported in terms of liquid length and vapor penetration distance for a range of parameters, including injection pressure, nozzle diameter, fuel temperature, ambient density and temperature. The experimental conditions are listed in Table 2. Under evaporating conditions, the liquid length is defined as the maximum liquid penetration distance. It represents an important spray characteristic since over-penetration can result in impingement on combustion chamber walls and pistons, with associated increase in engine raw emissions, while under-penetration results in poor air utilization. Similarly, vapor penetration is an important parameter in representing evaporating spray characteristic, as it defines the extent of fuel vapor penetration and thus the amount of fuel air mixing. In the simulations, the vapor penetration was defined as the distance between nozzle tip and the location of 5% fuel vapor contour at the spray tip.

Fig. 8 presents the comparison of KH and KH-ACT model against experimental data in terms of the terms of liquid length and vapor penetration distance. The comparison of experimental images of the spray with the predicted snapshots at different ambient densities is shown in Fig. 9. The orifice diameter, injection pressure, and fuel temperature are 246 μm, 142 MPa, and 438 K, respectively. As indicated in Fig. 8a, an increase in ambient temperature at a fixed density causes a decrease in liquid length, which is due to the increased vaporization rate, which decreases the droplet size, and thus the liquid length. Similarly, the vapor penetration distance decreases with the increase in ambient density, as shown in Fig. 8b. This is mainly due to the decrease in liquid length at higher ambient density. This overall behavior is fairly well captured by both the models. The predictions using KH-ACT model show somewhat better agreement with measurements compared to those using the KH model. The liquid length as well as vapor penetration length predicted by the KH-ACT model are lower than those predicted by the KH model, and this can be attributed to the enhanced primary atomization rate which decreases the liquid penetration and droplet size for the KH-ACT model, as discussed earlier. It is also interesting to note that differences between the KH and KH-ACT models are less pronounced for evaporating sprays compared to those for non-evaporating sprays. For instance, the difference in the predicted liquid penetration lengths for evaporating spray is ≈ 4 mm compared to ≈ 20 mm for non-evaporating spray (cf. Fig. 6). This is expected since the vaporization effects become more significant for evaporating sprays, especially at higher ambient temperatures. Another important observation is that the difference between simulations and predictions becomes somewhat more pronounced at high ambient densities (or pressures) and temperatures, which may be due to deficiencies in the vaporization model used in the present study.

5. Effect of primary breakup model on spray combustion characteristics

Preceding results indicated that the inclusion of cavitation and turbulence in the primary breakup model enhances the atomiza-

Table 2
Test conditions for combustion experiments at Sandia National Laboratory [3–6].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection system</td>
<td>Detroit diesel, common rail</td>
</tr>
<tr>
<td>Nozzle geometry</td>
<td>Cylindrical, non-hydroground</td>
</tr>
<tr>
<td>Number of orifices</td>
<td>1</td>
</tr>
<tr>
<td>Orifice diameter (μm)</td>
<td>100–500 with L/D = 4.2</td>
</tr>
<tr>
<td>Injection pressure (Bar)</td>
<td>400–1800</td>
</tr>
<tr>
<td>Fill gas composition</td>
<td>N₂ = 0.693, O₂ = 0.21, CO₂ = 0.061, H₂O = 0.036</td>
</tr>
<tr>
<td>Chamber density (kg/m³)</td>
<td>3.3–60</td>
</tr>
<tr>
<td>Chamber temperature (K)</td>
<td>700–1300</td>
</tr>
<tr>
<td>Fuel density (kg/m³)</td>
<td>832</td>
</tr>
<tr>
<td>Fuel injection temperature (K)</td>
<td>400</td>
</tr>
</tbody>
</table>
tion rate, leading to smaller droplets, and thus smaller liquid and vapor penetration lengths. This implies that fuel air mixing, ignition, and combustion processes would also be influenced by the primary breakup model. This aspect is investigated by comparing the predictions of KH and KH-ACT models with the flame measurements of Siebers and co-workers [4,5] in a constant volume combustor under diesel engine conditions. Fig. 10 presents images from simulations using the KH-ACT breakup model at different times for the base case. The experimental conditions are listed in Table 3. Fig. 10a shows liquid fuel penetration (green color representing droplets) at 0.25 ms after SOI, while Fig. 10b shows the occurrence of ignition, indicated by the appearance of two symmetrical flame kernels near the spray at 0.625 ms after SOI. At this instant the fuel seems to have reached its maximum penetration or “liquid length” marked by the white dashed line. As the flame front develops and propagates downstream, the ignition location (base of the flame) is seen to move upstream, as indicated in Fig. 10c and d. The flame base is stabilized at about 1.5 ms after SOI, and its location is identified by the farthest upstream location of the 2200 K temperature contour on the spray axis. This location is defined as the flame stabilization location, and its distance from the nozzle exit as the flame “liftoff” length, which is marked by the white solid line.

Since Siebers and co-workers [4,5] presented experimental results in terms of the liquid length and flame lift-off length, the computational results in the present study were post-processed to obtain these two parameters under various conditions. Fig. 11 presents a comparison of the computed flame images (including lift-off locations) obtained using the KH model and KH-ACT model for the base case (cf. Table 3). The field of view is 80x 40 mm in the axial and radial directions, respectively, for images in Fig. 11a–c.

Table 3
Conditions for the base case simulations [3,4].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection pressure</td>
<td>142 MPa</td>
</tr>
<tr>
<td>Orifice parameters</td>
<td>180 μm, L/D0 = 4.2</td>
</tr>
<tr>
<td>Injection duration</td>
<td>5 ms</td>
</tr>
<tr>
<td>Ambient gas composition</td>
<td>N2 = 0.693, O2 = 0.21, CO2 = 0.061, H2O = 0.036</td>
</tr>
<tr>
<td>Chamber density</td>
<td>14.8 kg/m3</td>
</tr>
<tr>
<td>Chamber temperature</td>
<td>1000 K</td>
</tr>
</tbody>
</table>

Fig. 10. Computed liquid fuel penetration and temperature contours for the base case at (a) 0.25, (b) 0.625, (c) 0.75, (d) 1.0, (e) 1.5, (f) 1.75 ms after SOI. The field of view in both axial and radial directions is 108 mm for each image.
and 108 × 108 mm for images in Fig. 11d–g. The flame lift-off location is indicated by the white solid line in these images. Fig 11a shows the flame and its lift-off location as measured by Siebers and Higgins [4], while Fig. 11b and c shows the corresponding flame and lift-off location computed using the KH and KH-ACT model, respectively. A zoomed view of the flame base region is shown to emphasize the flame stabilization location. While the flame shape is well captured by both the models, the flame lift-off length is better predicted by the KH-ACT model. As discussed earlier, the KH-ACT model enhances primary breakup producing smaller droplets, and thus increasing vaporization rate and improving fuel–air mixing. This causes ignition and flame stabilization locations to be closer to the nozzle exit, i.e., it decreases the lift-off length for the KH-ACT model compared to the KH model. The smaller lift-off length predicted by the KH-ACT model is also observed from the comparison of Fig. 11d with f, and of Fig. 11e.

Fig. 11. (a) Measured flame image and computed flame image (in terms of temperature contours) using (b) KH model, (c) KH-ACT model under stabilized flame conditions for the base case (Table 3); Computed fuel penetration and temperature contours for (d) KH model at 1 ms, (e) KH model at 1.5 ms, (f) KH-ACT model at 1 ms, and (g) KH-ACT model at 1.5 ms after SOI. Solid and dashed white lines indicate flame lift-off length and liquid length, respectively.

Fig. 12. Comparison of predictions (temperature contours on the right) of the KH-ACT model with measurements (flame images on the left) of Siebers and Higgins [4] at different ambient gas densities. Solid white line in each image indicates flame stabilization location or lift-off length.
with g. Although difficult to see from the images, liquid length also decreases with the KH-ACT model, as expected based on our preceding discussion. An important observation from these images is that the KH-ACT model predicts the liquid length (white dashed lines) to exceed the flame lift-off length, while the KH model predicts otherwise. For these conditions, the measurements also indicated that the liquid length exceeds the flame lift-off length [4,5]. As discussed in the cited study, the interplay between liquid length and lift-off length has important implications for in-cylinder diesel engine processes. For conditions with lift-off length greater than liquid length, fuel vaporization is complete prior to combustion, with minimum interaction between vaporization and combustion processes. However, when lift-off length is shorter than liquid length, there is interaction between vaporization and combustion. Combustion will enhance fuel vaporization thus decreasing the liquid length, while fuel vaporization will decrease the flame temperature causing the flame stabilization location to move downstream, i.e., increasing the lift-off length. Thus the KH model fails to predict a key attribute for this condition investigated, while the KH-ACT model captures this trend accurately.

Fig. 12 presents a comparison of the measured and computed flame images, obtained using KH-ACT model, at different ambient densities. Figs. 13 and 14 present corresponding images at different ambient temperatures and ambient oxygen mole fractions, respectively. Again the flame lift-off location is shown by the white solid line in these images. A good agreement is observed between measured and computed flame images using the KH-ACT model. Thus simulations using the KH-ACT model capture the effects of ambient density, temperature, and oxygen mole fraction on the flame structure fairly accurately. As the ambient density (or ambient pressure) increases, it decreases the injection velocity at the nozzle exit, and consequently decreases both the liquid and vapor lengths. The liquid penetration and liquid length also decrease due to the increased droplet drag caused by higher ambient density. The decrease in liquid and vapor lengths causes the flame stabilization location to move upstream. This behavior is well captured by the simulations, as indicated in Fig. 12. Similarly, the effects of ambient temperature on the flame structure and stabilization are well captured by the simulations, as shown in Fig. 13. An increase in ambient temperature causes two effects. First, it increases the vaporization rate, which decreases the liquid and vapor length, and thus moves the flame stabilization location upstream. Second, it increases the flame reactivity, which also moves the ignition and flame stabilization locations upstream, and thus decreases the flame lift-off length. Fig. 14 shows the effect of ambient oxygen concentration on the flame structure and stabilization location. As the oxygen concentration is reduced, it decreases the flame reactivity (or the Damköhler number) and effectively enhances the EGR effect. As a consequence, the ignition location and the flame base move downstream, increasing the flame lift-off length. Simulations using the KH-ACT breakup model also capture these effects fairly well.

Fig. 15 presents a quantitative comparison between measurements and predictions of the two breakup models, in terms of
**Fig. 14.** Comparison of predictions (temperature contours on the right) of the KH-ACT model with measurements (flame images on the left) of Siebers and Higgins [4] at different ambient oxygen mole fractions. Solid white line in each image indicates the flame lift-off length.

**Fig. 15.** Comparison of predictions using the KH and KH-ACT models and measurements of Siebers and Higgins [4] in terms of the flame lift-off length vs. (a) ambient gas density, (b) ambient gas temperature, and (c) O₂ mole fraction. Other conditions correspond to the base case (Table 3).
the flame lift-off length plotted vs. the ambient gas density, temperatures and oxygen mole fractions. The lift-off length values correspond to the time at which the flame base becomes stabilized. Both the models capture the qualitative trends reasonably well. However, the KH-ACT model shows better agreement with the experimental data, especially at typical diesel engine conditions, i.e., at higher ambient density and temperatures, and lower O₂ concentrations. Moreover, the lift-off length predicted by the KH-ACT model is lower than that predicted by the KH model. As mentioned earlier, the KH-ACT model enhances primary breakup thus producing smaller droplets and enhancing the vaporization rate, and thus the fuel–air mixing. This causes ignition and flame stabilization locations to be closer to the nozzle exit for this model compared to the KH model.

The last set of results focus on analyzing the lifted flame structure under diesel engine conditions. The diesel engine combustion is typically characterized by two-stage partially premixed flame [45], as illustrated in Fig. 16c, describing the “conceptual model” of Dec [1], based on laser-sheet imaging and optical data. The combustion occurs through a rich premixed flame near the stabilization region, and a non-premixed (or diffusion) flame established further downstream, as indicated in this figure. As the injected liquid fuel atomizes and vaporizes, it entrains hot air leading to fuel air mixing and the occurrence of ignition. Following ignition, the flame develops and is established in a fuel rich region. The combustion process near the leading edge of this flame is characterized by rich premixed combustion, whereby the fuel is partially oxidized to form intermediate products or fuel species, mainly, CO, H₂, and intermediate hydrocarbons such as C₂H₂, which are transported to and consumed in diffusion flame at the jet periphery. Thus the products of rich premixed combustion and surrounding air form the diffusion flame. The rich premixed combustion near the flame leading edge also produces most of the soot. The lift-off length is shorter than the liquid length under these conditions, implying significant interaction between fuel vaporization and combustion processes.

In order to spatially resolve the rich premixed (RPZ) and non-premixed (diffusion) (NPZ) reaction zones, a post-processing tool based on a flame index was developed from the 3-D unsteady simulations. The conventional definition of flame index [46,47] is based on the scalar product of fuel and oxidizer mass fraction gradients. However, since fuel (n-C₇H₁₆) is consumed in the RPZ, such a definition will not be able to resolve the NPZ. Consequently, we replaced fuel by CO species in defining the flame index, since most of CO is produced in the RPZ and then consumed in the NPZ. Then the flame index in the present study is defined as follows:

$$\phi_p = \frac{1}{2} \left(1 + \frac{G_{CO}.O_2}{G_{CO}.O_2} \right)$$

(20)

where Y_{CO} and Y_{O₂} denote the CO and O₂ mass fractions, respectively. The two reaction zones are then resolved as follows:

$$\phi_p = 0 \Rightarrow \text{Rich premixed reaction zone}$$

$$\phi_p = 1 \Rightarrow \text{Non-premixed reaction zone}$$

(21)

Fig. 16a and b present the resolved flame structure, based on the flame index, computed using the KH model and the KH-ACT model, respectively. It is interesting to note that not only the models capture the two reaction zones, i.e., RPZ and NPZ, in terms of their location and shape; they also reproduce the “conceptual model” depicted in Fig. 16c. There are, however, differences in the predictions of the two models. The KH-ACT model provides better agreement with the measurement and with the conceptual model in that it predicts liquid length greater than the lift-off length. In addition, with the KH-ACT model, the role of the rich premixed combustion is enhanced, while that of the non-premixed combustion is reduced (indicated by the shorter NPZ), compared to that with the KH model. This aspect is further discussed in Fig. 17, which presents the flame structure, computed using the KH and the KH-ACT models, for the base case (with N₂ and O₂ mole fractions being 0.753 and 0.15, respectively). The flame structure is shown in terms of iso-contours of local fuel vapor equivalence ratio and mole fractions of several species (n-C₇H₁₆, O₂, CO, C₂H₂, and OH). These contours clearly depict a partially premixed flame containing the RPZ near the flame stabilization region, and the NPZ around the flame periphery. Thus, the simulations are able to reproduce the “conceptual model” of Dec [1] characterizing diesel.
engine combustion. The flame is stabilized in a fuel rich zone, as indicated by the equivalence ratio contours (Fig. 17b). The fuel is completely consumed in the RPZ, producing intermediate fuels such as CO (Fig. 17d), H₂ (not shown here), and C₂H₂ (Fig. 17e). These fuel species are then consumed through a diffusion-controlled combustion process in the NPZ. The OH contours further confirm the double-flame structure, with negligible OH in the RPZ due to rich mixture (equivalence ratio exceeding 4.0) in this region. Thus the OH contours locate the diffusion flame region, which is consistent with the observation of Dec [1]. Furthermore, the C₂H₂ and CO contours indicate that most of the soot would be produced in the region downstream of the RPZ, while most of NOₓ will be produced in the NPZ, which has the highest temperature (cf. Fig. 16).

Fig. 17 further indicates while both the KH and KH-ACT breakup models are able to reproduce the double-flame structure, there are differences in their predictions. As discussed earlier, the primary breakup process is enhanced with the KH-ACT model, resulting in smaller liquid penetration, smaller droplet size, and greater radial dispersion compared to the KH model. As a consequence, the vaporization and fuel–air mixing are enhanced with the KH-ACT model, which is confirmed by the fuel vapor mole fraction and equivalence ratio contours in Fig. 17. Thus an important difference in the predictions of the two models is that with the KH-ACT model, the flame stabilization point is located further upstream (Fig. 17d), and the role of the rich premixed combustion is enhanced, since the fuel-rich equivalence ratio is reduced (Fig. 17b), while that of the non-premixed combustion is relatively reduced. This is further indicated by the lower C₂H₂ concentrations predicted with the KH-ACT model, and by the O₂ contours (Fig. 17c) and OH contours (Fig. 17f), which indicate a smaller NPZ with the KH-ACT model. These results imply that the predictions of soot and NOₓ emissions would also be influenced by the new (KH-ACT) primary breakup model. This aspect will be examined in a future study.

Fig. 17. Comparison of the flame structures computed using the KH model and the KH-ACT models. The flame structure is shown at 2 ms after SOI for the base case in terms of contours of (a) fuel (n-C₇H₁₆) mole fraction, (b) equivalence ratio, (c) O₂, (d) CO, (e) C₂H₂, and (f) OH mole fractions. Solid white lines in (d) indicate the flame lift-off length. The field of view in the axial and radial directions is 108 mm each.
6. Conclusions

We have investigated the effects of primary breakup modeling on the spray and combustion characteristics under diesel engine conditions. Two primary breakup models are examined. The first one considers the aerodynamically induced breakup based on the Kelvin–Helmholtz (KH) instability, while the second (KH-ACT) model includes the effects of cavitation and turbulence, in addition to the aerodynamic effect. These two models are extensively evaluated using measurements for non-evaporating and evaporating sprays, as well as flame measurements under diesel engine conditions. Important observations are:

(1) The inclusion of cavitation and turbulence enhances the primary breakup process, causing smaller droplet sizes, decrease in liquid penetration, and increase in radial dispersion. As a consequence, the KH-ACT model provides closer agreement with the X-ray data for non-evaporating sprays in terms of liquid penetration, spray cone angle and axial velocity, and liquid mass distribution.

(2) For evaporating sprays, predictions using the KH-ACT model exhibit better agreement with measurements with respect to the liquid length and vapor penetration distance for a range of parameters, including injection pressure, fuel temperature, ambient density and temperature. This is again due to the enhanced breakup time predicted with the KH-ACT model. However, the difference of primary breakup model on the predicted spray behavior is less pronounced for evaporating sprays compared to that for non-evaporating sprays.

(3) The enhanced spray breakup modifies fuel–air mixing, and thus influences ignition and combustion characteristics in that the ignition and flame stabilization occur closer to the nozzle exit. As a consequence, the flame lift-off length predicted using the KH-ACT model shows better agreement with measurements for a wide range of diesel engine conditions.

(4) The detailed flame structure indicates that combustion under diesel engine conditions occurs through a rich premixed flame near the stabilization region, and a non-premixed (or diffusion) flame established further downstream. This double-flame structure is consistent with the “conceptional model” of Dec [1] for diesel engine combustion.

(5) A flame index based on the scalar product of CO and O2 mass fraction gradients was developed for the first time to analyze diesel combustion. The double-flame structure was further confirmed by this flame index.
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