Droplet evaporation characteristics due to wet compression under RCM conditions
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A B S T R A C T

The vaporization characteristics of a single fuel droplet subjected to rapid gas-phase compression (i.e., wet compression) are computationally investigated using two spherically-symmetric models: quasi-steady (QS) and fully transient (TS). Features of the wet compression process under rapid compression machine (RCM) conditions are discussed with these compared to simulations where the far-field conditions are essentially invariant. It is observed that wet compression can significantly increase the rate of evaporation primarily due to the increase in droplet temperature and corresponding saturation pressure (fugacity); an increase in the density-weighted mass diffusivity is also beneficial in reducing the droplet consumption times. The QS model predicts substantially longer rates of evaporation relative to the TS model due to transient behavior associated with the initial evaporative cooling process, and the gas-phase compression heating process. Increases in the rate of volumetric compression can lead to more rapid droplet consumption; however there is a corresponding increase in spatial stratification in the gas- and liquid- phases which may not be advantageous for RCM applications. An ‘operating map’ has been developed based on parametric simulations of an n-dodecane droplet evaporating into nitrogen.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Wet compression is the process whereby droplet evaporation is achieved through compression heating of the gas-phase of a droplet laden aerosol. This phenomenon has received increasing attention in recent years with applications to internal combustion (IC) and gas turbine (GT) engines, as well as laboratory devices such as aerosol shock tubes (STs) and rapid compression machines (RCMs). In advanced IC engines non-conventional combustion strategies are being investigated in order to reduce soot, NOx, and unburned hydrocarbon (UHC) emissions while maintaining high energy conversion efficiencies [1–5]. In these, sometimes referred to as low temperature combustion (LTC) schemes, the fuel can be introduced very early in the compression stroke, in some cases well in advance of maximum piston compression. Under such conditions the in-cylinder gases are relatively cool, meaning they may be at or below the fuel’s boiling point (e.g., Tb ∼ 650 K). During the piston’s compression stroke the liquid droplets are vaporized due to the gas-phase volumetric compression, and the fuel vapor is subsequently mixed with the gas-phase oxidizer. Droplet coalescence and wall wetting during compression, especially important for highly involatile fuels or fuel components, can lead to extended evaporation times and the formation of unwanted emissions [6]. Wet compression is also important in IC engines that utilize “wet” ethanol, which is a minimally-processed ethanol-based fuel with high water content [7]. In these engines much of the ethanol readily evaporates during the induction stroke however, the water may not completely vaporize until well into the compression stroke.

In GT engines wet compression of water aerosols has been used to achieve “continuous cooling” in the compressor component of the engine [8–13]. In engines employing this process, water droplets with diameters on the order of ∼15 μm are injected into the intake stream via fogging systems with high droplet output. The pressure-driven injectors used in these systems achieve very high relative droplet–air velocities and rapid mixing of the evolving water vapor with the air. This can result in significantly increased power densities along with cost and performance advantages relative to conventional inter-cooling units. However, it is only effective when the humidity ratio of the intake air is low and the residence time in the compressor is adequate to achieve complete vaporization.

In shock tubes (STs) and rapid compression machines (RCMs) wet compression has been proposed as a means of preparing test gases of high molecular weight (MW), involatile liquid fuels relevant to the transportation industry. Traditional charge preparation techniques use external mixing protocols based on partial pressure methodologies [14,15]. Diesel-representative fuels for example,
have very low vapor pressures at standard conditions (e.g., <1 Torr) which make this option difficult or impossible. Heating the mixing tanks and equipment can lead to better fuel vaporization but this can result in seal degradation issues in RCMs, as well as concern for pre-test reactivity during the preparation process. Aerosols of suspended fuel droplets (Sauter mean diameter, $D_{\text{sm}} \sim 8–18 \mu m$) have been used to deliver liquid fuels to the machines where subsequent compression of the surrounding gas phase leads to evaporation of the liquid fuel droplets [16,17]. In shock tubes where test temperatures range from 900 to 2000 K the gas-phase compression event is achieved via a rapidly traveling shock wave (compression achieved in ~30 μs to 600–700 K); the passing of the initial wave not only increases the pressure and temperature of the surrounding bath gases but it fragments the initial droplets and results in high convective velocities near the droplet surface (which enhances vaporization). The subsequent reflected wave compresses the evaporated mixture to the test conditions. In RCMs where test temperatures are generally between 600 and 1100 K the compression event is much slower (e.g., ~15–60 ms) and the bulk gas motion is often suppressed in order to minimize unwanted heat loss during the test period [17]. Droplet evaporation is much slower and is mainly diffusion-limited. Evaporation must also be achieved at lower temperatures, i.e., before the test temperature is reached.

2. Background

The design and operation of devices that can effectively utilize the wet compression process requires a fundamental understanding of droplet evaporation including vapor-phase mixing, diffusion, and saturation phenomena, along with a reasonably accurate means of simulating it with an integrated gas-phase compression model. Droplet evaporation models have a long history of development (e.g., see Refs. [18–20]) and include a number of approaches. Some assume that the bulk gas is stagnant with the gas-phase transport diffusion/Stefan flow limited (i.e., $Re = 0$), while others assume a convective bulk gas flow with an associated Reynolds number ($Re$). Both quasi-steady (QS) [21–24] and fully transient (TS) [25–29] continuum models have been formulated, which generally utilize the assumption of liquid–vapor equilibria at the droplet–gas interface; other means of prescribing the interface conditions are also possible however (e.g., see Ref. [30]). The quasi-steady approach assumes that the gas-phase transport of heat, mass and momentum is sufficiently fast so that transients within the gas-phase can be ignored relative to the transients associated with the liquid-phase, including the rate of surface regression of the droplet. The fully transient approach does not make this assumption and has been demonstrated to be better suited to resolve evaporation within high pressure environments (e.g., $P > 10$ bar) where gas-phase heat and mass transport can be reduced relative to atmospheric conditions. Both approaches can incorporate various levels of complexity including an accounting of thermal gradients within the droplets, allowance of multiple constituents within the liquid phase, the use of real gas models for thermodynamic and transport properties, and the capability to transition between sub- and supercritical evaporation, among others.

The integration of droplet evaporation models with models for the gas-phase compression process has been attempted in a number of ways. Work to date has focused primarily on GT engine applications and has predominantly employed the quasi-steady approach; examples can be found in Refs. [31–38]. In these integrated models the droplets have been assumed to be uniform in temperature and composition, and the far-field (“mean-line”) gas-phase temperature has been modeled as homogeneous but unsteady. Effects of compression heating and bulk gas flow on droplet evaporation rates have been investigated, as have effects of evaporation on gas-phase cooling. Compressor operating maps accounting for ambient humidity and extent of liquid water injection have

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>mass transfer number</td>
</tr>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$c_v$</td>
<td>specific heat at constant volume</td>
</tr>
<tr>
<td>$D$</td>
<td>mass diffusion coefficient</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter</td>
</tr>
<tr>
<td>$D_{\text{sm}}$</td>
<td>Sauter mean diameter</td>
</tr>
<tr>
<td>$h$</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>$I$</td>
<td>local specific internal energy</td>
</tr>
<tr>
<td>$L$</td>
<td>heat of vaporization</td>
</tr>
<tr>
<td>$Le$</td>
<td>Lewis number ($\kappa/\rho D$)</td>
</tr>
<tr>
<td>$m$</td>
<td>mass flow rate</td>
</tr>
<tr>
<td>$\dot{m}$</td>
<td>non-dimensional mass flow rate, $m/4\pi\rho_D\bar{D}_g r_s$</td>
</tr>
<tr>
<td>$N$</td>
<td>total number of species in the mixture</td>
</tr>
<tr>
<td>$P$</td>
<td>pressure</td>
</tr>
<tr>
<td>$r$</td>
<td>radial direction</td>
</tr>
<tr>
<td>$\bar{r}$</td>
<td>non-dimensional radius, $r/r_s$</td>
</tr>
<tr>
<td>$R$</td>
<td>ideal gas constant</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number, $\rho u D/\mu$</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$\bar{t}$</td>
<td>non-dimensional time, $\sqrt{T/L} t$</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>far-field condition</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity</td>
</tr>
<tr>
<td>$V$</td>
<td>volume</td>
</tr>
<tr>
<td>$X$</td>
<td>mass fraction, liquid phase</td>
</tr>
<tr>
<td>$Y$</td>
<td>mass fraction, vapor phase</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>compressibility factor</td>
</tr>
</tbody>
</table>

### Greeks

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>ratio of specific heats, $c_p/c_v$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>heat diffusivity</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>second viscosity coefficient</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\nu$</td>
<td>specific volume</td>
</tr>
<tr>
<td>$\phi$</td>
<td>fugacity coefficient</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>average</td>
</tr>
<tr>
<td>$b$</td>
<td>boiling</td>
</tr>
<tr>
<td>$c$</td>
<td>critical point property</td>
</tr>
<tr>
<td>$f$</td>
<td>fuel</td>
</tr>
<tr>
<td>$g$</td>
<td>gas-phase</td>
</tr>
<tr>
<td>$i$</td>
<td>$i$th species</td>
</tr>
<tr>
<td>$ii$</td>
<td>$ii$th cell</td>
</tr>
<tr>
<td>inst</td>
<td>instantaneous</td>
</tr>
<tr>
<td>$j$</td>
<td>$j$th species</td>
</tr>
<tr>
<td>$k$</td>
<td>$k$th species</td>
</tr>
<tr>
<td>$l$</td>
<td>liquid-phase</td>
</tr>
<tr>
<td>$s$</td>
<td>surface</td>
</tr>
<tr>
<td>$0$</td>
<td>initial condition</td>
</tr>
<tr>
<td>$\infty$</td>
<td>far-field condition</td>
</tr>
</tbody>
</table>

#### Nomenclature

- $\rho$: density
- $\rho_D$: density of liquid
- $\bar{D}_g$: mean gas-phase diameter
- $r_s$: droplet radius
- $u$: velocity
- $T$: temperature
- $X$: mass fraction
- $Y$: mass fraction
- $\zeta$: compressibility factor
been an outcome of these studies where increases in power density and outlet temperature are predicted [38].

In addition to GT engine applications, Liu et al. [39] have studied the wet compression process in reference to IC engine applications. They employed a quasi-steady evaporation model assuming a uniform droplet temperature with constant properties and ideal gas behavior. A realistic piston trajectory was used and they investigated the effects of compression ratio, piston speed, initial ambient fuel concentration and temperature on the droplet evaporation characteristics. In that work the far-field temperature and composition were unaffected by the fuel evaporation; in other words, a single droplet was modeled. Liu et al. concluded that opposing effects of increased pressure (i.e., reduced fuel concentration at the droplet surface due to Raoult’s law, \( X_f P = P_f^{sat}(T_f) \)) and increased temperature (i.e., higher saturation pressure, \( P_f^{sat}(T_f) \)) have roughly cancelling effects during the evaporation process. In their calculations there was only slight deviation from the \( d^2 \)-law behavior.

Sheu and Liou [40] also investigated wet compression considering a single liquid droplet exposed to a compressed gas phase. They, however, employed a transient evaporation model, and assumed adiabatic compression where this was specified as a linearly increasing pressure/temperature function. This linear function is not representative of turbine-, or piston-driven volumetric compression where the pressure history is highly nonlinear (as seen in Fig. 1). In addition, the pressure rise rate and total pressure increase are large in operating engines and RCMs (e.g., \( \Delta P \sim 10-20 \text{ bar} \)) for typical RCMs (see Fig. 1), whereas Sheu and Liou used values near 0.15 atm/s and \( \Delta P \sim 2 \text{ bar} \), respectively. In Ref. [40] thermal gradients within the droplets are taken into account, while the properties were assumed to be constant. Uniform pressure was assumed throughout the domain and the ideal gas equation of state (EOS) was used for the gas-phase; viscous transport of heat was ignored in their model. In contrast to the Liu et al. study [39], Sheu and Liou found that droplet evaporation times can be significantly reduced with increasing values of \( \Delta P/\text{dt} \), while the extent of reduction is dependent on the droplet and environment conditions (e.g., initial size, temperature, far-field concentration, etc.). They concluded that this is a result of increased saturation pressure due to higher droplet temperatures that result from compression heating.

The objectives of this study are to build upon previous efforts to understand and simulate the wet compression process, and to resolve discrepancies seen between earlier modeling studies. While the model and methodology used are relevant to all of the systems discussed above, the focus here is on RCM applications, and therefore RCM-relevant rates of compression are used. Variations in liquid- and gas-phase properties are taken into account due to the large changes in temperature and pressure seen in some of the simulations. Both quasi-steady and transient evaporation models are used in this work in order to investigate the effects of gas-phase transients on the evaporation process, especially near the droplet. The remainder of this paper is organized as follows. First, an overview of the evaporation models is presented along with a brief discussion of modifications undertaken for this study. Simulation results are then presented which cover a range of initial conditions including temperature, pressure and droplet size, as well as rate of compression. Differences between results of the QS and TS approaches are highlighted and discussed. Finally, an operating map is drawn for an aerosol RCM that summarizes the simulation results and indicates a window for successful operation.

3. Methodology

The evaporation models used in this study are based on work by Aggarwal and co-workers [21,28]. The software utilize a continuum formulation (i.e., phase equilibrium is prescribed at the gas–liquid interface), assume a spherically symmetric droplet, and account for thermal and concentration gradients within the droplet. Pressure variations across the computational domain are taken into account in the transient model. The QS model has been modified in order to account for changes in the liquid-phase properties due to compression heating; these changes alter the calculations for temperature distribution within the droplet, and the surface regression rate. A mesh compression operation has been incorporated into both QS and TS models in order to simulate the gas-phase compression heating process. The operation accounts for the induced convection flow towards the droplet due to volumetric compression. This feature has not been included in previous work, but for highly compressed conditions this is found to be important. Both models assume that a droplet is isolated, i.e., \( r_s \sim 400 \text{ } r_{o,0} \) so that effects of far-field fuel saturation and evaporative cooling (which are important for high aerosol density conditions (e.g., stoichiometric fuel:air ratios)) are ignored. These effects will be investigated in a forthcoming study. The base models have been detailed previously in Refs. [21,22,24,26–29] where predictions have been validated against a range of experimental data. The evaporation models are summarized in Appendices A and B while the accompanying thermo-physical models are discussed in Appendix C.

4. Simulation results

The results presented here are for \( n \)-dodecane droplets evaporating into nitrogen. \( n \)-dodecane is a very low volatility (\( P^{sat} < 1 \text{ Torr} \), \( T_s = 488 \text{ K} @ \text{ STP} \)) normal alkane that has been used as a single component surrogate to represent the fundamental features of diesel fuel ignition. It was selected for this study in order to better understand the features of wet compression as it might be applied within an aerosol RCM. Experimental data for \( \rho, c_p \), etc. for \( n \)-dodecane can be found in Appendix C where these data are compared to the thermo-physical models used in this work. For all of the simulations conducted the droplet and surrounding gas are assumed to be initially in thermal and mechanical equilibrium (i.e., uniform temperature and pressure throughout), with the liquid phase containing only \( n \)-dodecane and the gas phase only nitrogen.
A piston trajectory for a typical RCM is used to specify the time-varying volume of the computational mesh. The trajectory is representative of designs discussed in recent literature where compression times are on the order of 15–25 ms with compression ratios ranging from 11 to 35 [41–43]. For this study the trajectory has been normalized so that any maximum compression ratio, \( CR_{\text{max}} = \frac{V_0}{V_{\text{final}}} \), can be prescribed along with a desired compression time; for the simulation results presented here \( CR_{\text{max}} \) has been set to 11.2 and \( t_{\text{comp}} \) nominally to 15.3 ms. The volume trace is illustrated in Fig. 1 along with associated curves for the far-field (i.e., isentropic) temperature and pressure and the instantaneous compression ratio \( CR = \frac{V_0}{V_{\text{inst}}} \). In this figure an initial temperature and pressure of 350 K and 0.5 bar, respectively, are used where a peak temperature and pressure of 860 K and 13.9 bar, respectively, results. Evident here is that the pressure rise of the gas-phase is most significant during the later stage of the compression process; the rise in temperature follows a similar trend, however this curve is not as steep. The ignition delay time for a stoichiometric mixture of n-dodecane/air at the peak compressed conditions is on the order of 2.5 ms, based on the detailed chemical kinetic model of Westbrook et al. [44]. It should be noted that although the TS model accounts for variations in \( P \) across the computational domain, for all of the conditions explored here the pressure is found to be uniform, and identical to the QS model.

Figs. 2–7 illustrate results from a series of simulations where the modified QS and TS evaporation models have been used. Fig. 2 presents droplet diameters plotted as a function of time for four initial droplet diameters \((1, 4, 11 \text{ and } 18 \mu m)\) at an initial temperature of 350 K and an initial pressure of 1 bar. In addition one higher and one lower temperature, 300 and 380 K, respectively, are used for the \( d_0 = 4 \mu m \) droplet. For the smallest and the hottest droplets the evaporation process is computed to be fast enough so that there are no significant effects of the gas-phase compression on the droplet evaporation, i.e., the droplets evaporate before the gas-phase is substantially compressed. These droplets follow \( d^2 \)-law behavior. For the largest and the coldest droplets however, it can be seen that there are significant effects of gas-phase compression where the evaporation times are substantially reduced relative to uncompressed evaporation. This is due to the increase in droplet temperature and corresponding saturation pressure (fugacity) that result from the gas-phase compression heating; this is discussed more in reference to the Figs. 3–7. Additionally beneficial is the rise in the density-weighted mass diffusivity (i.e., \( \rho D_g \)) increases \( \propto T^{0.75} \) due to the compression heating; the heat diffusivity \( \kappa_q \) however decreases \( \propto T^{-1.65} \) which is not beneficial. Also shown in Fig. 2 are the effects that two of the modifications to the QS model have on the computed evaporation process. These changes, which were mentioned in Section 3, include (i) accounting for the variations in droplet thermo-physical properties with temperature (i.e., the \( d\rho/dt \) term in Eq. (A7)), and (ii) modifying the computational grid during the gas-phase compression step. To illustrate the effect of the second change the simulation was conducted by employing Eqs. (A11) and (A12), but without any remeshing of the computational grid. These two modifications both result in decreases in evaporation times on the order of 8% each for the 18 \( \mu m \) droplet. Finally, in this figure it can be seen that for all of the cases the QS model predicts slower evaporation times relative to the TS model; this finding is consistent with previous
more significant. This is due to two effects. One is the substantial increase in the droplet temperature and corresponding saturation pressure ( fugacity) that results from the increasingly significant gas-phase compression that the droplet experiences. The other is the unsteady gas-phase boundary condition caused by gas-phase volumetric compression.

The effects of gas-phase compression heating on the evaporation rates and droplet temperatures are illustrated in Figs. 4 and 5. In Fig. 4 the non-dimensional mass flow rate, defined as \( \dot{m}/4\pi \rho_d \Delta T_s \), is plotted as a function of non-dimensional time, which is defined as \( t/dt/r_s^2 \), for the four cases shown in Fig. 3. Again, results for both QS and TS models are displayed. For all of the conditions and for both models the initial decrease in evaporation rates due to evaporative cooling is evident. After the initial drop in temperature the evaporation rate for the smallest droplet \( (d_0 = 1 \, \mu m) \) remains fairly constant, which is consistent with Figs. 2 and 3. The other droplets however experience an increase in their evaporation rates, to varying degrees, depending upon the rise in liquid-phase temperature for each. The droplet temperature and corresponding surface flow rate. Also visible in this figure is the unsteady gas-phase boundary condition caused by gas-phase volumetric compression.

In Fig. 5 select temperatures within the computational domain are illustrated as a function of time for droplets where \( d_0 = 18 \, \mu m \) and \( d_0 = 11 \, \mu m \) illustrating effects of various initial pressures \( (P_0 = 0.5, 1.0 \) and \( 1.5 \) bar) and rates of compression \( (t_{\text{comp}} = 5, 15, 30 \) ms), respectively. An initial temperature of 350 K is used for all six cases.
TS model rise more rapidly compared to the QS model. This more rapid rise in temperature, in this case due to gas-phase transients that are not included in the QS model, results in a higher relative saturation pressure (fugacity) and thus a more rapid rate of evaporation in the TS model. To segregate the effects of gas-phase transients from the effect of initial evaporative cooling, additional simulations were conducted (not presented here) where the gas-phase computational domain was initialized as containing both nitrogen and n-dodecane (at the saturated condition), thereby eliminating the initial evaporative cooling process. For this modified initial condition the temperature rise rates for the TS model were also more rapid than the QS model confirming the effects of gas-phase transients on the evaporation predictions.

Figs. 6 and 7 next illustrate results investigating the influence of initial pressure and of piston compression time on the evaporation process; in these figures only results for the TS model are presented. For the variation in initial pressure, conditions of $P_0 = 0.5$, $1.0$ and $1.5$ bar are used, with $T_0 = 350$ K and $d_0 = 18$ $\mu$m. The peak compressed pressures for the three cases are $13.9$, $27.8$ and $41$ bar, respectively. The $18$ $\mu$m droplet is used for these simulations in order to explore possible effects of non-ideal gas behavior at the higher pressures, where this has the potential to alter the fugacity term in Eq. (B11) (i.e., $\phi_f$) as well as the density-weighted mass diffusivities in Eqs. (B2) and (B4) (i.e., $\rho g \partial \rho_0$), and the thermal diffusivity in Eq. (B4) (i.e., $\kappa_g = \rho g c_p$) especially near the droplet. Throughout the droplets’ lifetimes however, $z_s$ remains close to 1.0 so that real gas effects are essentially non-existent. The difference in evaporation times seen in Fig. 6 between these three cases is thus dominated by the difference in relative fuel concentration near the droplet surface, with higher concentrations present at the lower ambient pressures. For the highest initial pressure however, i.e., $P_0 = 1.5$ bar, the droplet experiences a more significant increase in temperature resulting from gas-phase compression, and therefore the rate of liquid consumption near the end of evaporation is noticeably quicker. This result confirms, as with the Liu et al. study [39], that there is an opposing effect of pressure as temperature and pressure are simultaneously increased due to volumetric compression. However, the latter effect dominates for the conditions investigated here, a result somewhat different from that reported in Ref. [39].

For the investigation of compression time effects, three conditions are explored including $t_{comp}=5$, $15$ and $30$ ms, where the initial temperature and pressure are set to $350$ K and 1 bar, respectively, and an initial droplet diameter of $d_0 = 11$ $\mu$m is used. In Fig. 6 it is clear that more rapid rates of gas-phase compression result in faster rates in overall evaporation. This is primarily due to the more rapid rise in gas- and liquid-phase temperatures (and corresponding fugacity); this is discussed next with regard to Fig. 7 which presents three temperature ratios plotted as a function of non-dimensional droplet surface area for the three cases shown in Fig. 6. The ratios include the surface temperature to initial temperature, the far-field temperature to surface temperature, and the droplet’s center temperature to surface temperature. The $T_s/T_0$ ratio indicates how significantly the droplet surface temperature, and thus fugacity change during the wet compression process. The fastest compression time results in the most significant rise in droplet temperature, while the slowest compression time allows a greater fraction of the liquid to evaporate before the temperature increases. The total temperature rise for the $t_{comp} = 30$ ms case is much lower than the $t_{comp} = 5$ ms case. The $T_s/T_0$ ratio indicates the extent of far-field temperature rise relative to the conditions near the droplet. For the $t_{comp} = 5$ ms case significant stratification near the droplet within the gas phase develops since there is not adequate time for heat to diffuse to (and mass from) the droplet during the compression process. For the $t_{comp} = 30$ ms case however, the stratification is less significant with more uniform conditions seen across the gas-phase. The $T_s/T_0$ ratio provides an indication of the extent of thermal stratification within the droplet. For the two slowest compression times the $d_0 = 11$ $\mu$m droplet has a fairly uniform temperature distribution; however, just as with the gas-phase, the fastest compression condition leads to more significant stratification within the droplet as there is not adequate time for heat to diffuse to the center. For RCM applications it is desirable to minimize local (and bulk) thermal and concentration stratification as this can result in non-homogeneous chemical reactions across the reaction chamber, and thus contaminated ignition data sets. Slower compression times may therefore be more favorable to achieving uniform conditions.

Finally, Fig. 8 is presented to summarize the parametric results of this study where the TS model is used covering $T_0 = 300–380$ K, $d_0 = 1–18$ $\mu$m and $P_0 = 1$ bar. The intent of this figure is to indicate regions of acceptable operation for an RCM utilizing wet compression with n-dodecane as the fuel. In order for a wet compression RCM experiment to be successful the liquid must completely vaporize and diffuse throughout surrounding gas (i.e., the oxidizer/diluent) before the gas-phase achieves conditions that are favorable for chemical reaction. For n-dodecane and fuels with similar low temperature reactivity, the target completion temperature is $500$ K; after this point significant fuel decomposition could occur on time scales similar to the evaporation process [42]. Indicated in this figure is an upper bound for droplet diameters based on their initial temperatures which are predicted to evaporate before $T_s = 500$ K. Also shown are evaporation trajectories for two individual droplets ($T_0 = 350$ K, $d_0 = 4$ $\mu$m and $11$ $\mu$m) including both the surface and far-field temperatures. The extent of thermal (and by analogy compositional) stratification is visible, where this is more significant for the $d_0 = 11$ $\mu$m droplet. At initial pressures greater or lower than 1 bar this ‘operating map’ will be shifted due to reduced or increased (respectively) fuel concentrations at the droplet surface, as discussed earlier with regard to Fig. 6. Also drawn in Fig. 8 is an upper limit for the initial temperature ($T_0 \sim 375$ K) where this is estimated based on machine integrity issues as discussed in Section 1. It should be noted however, that this ‘operating map’ does not take into account gas-phase evaporative cooling or fuel saturation at the far-field which could be important under high fuel loading (e.g., stoichiometric) conditions and which could shift the bounds of the acceptable region. These effects are explored in a forthcoming study.

![Fig. 8](image-url)

**Fig. 8.** Droplet diameter as a function of temperature illustrating evaporation trajectories ($T_s$ and $T_0$) for droplets with $T_0 = 350$ K, $P_0 = 1$ bar and $d_0 = 4, 11$ $\mu$m, as well as the maximum possible droplet size at a given initial temperature that will ensure complete evaporation before the far-field reaches the low temperature chemistry region. The heating limit of typical RCMs is highlighted.
5. Summary

The evaporation characteristics of a single fuel droplet subjected to gas-phase compression heating (i.e., wet compression) is investigated using two spherically-symmetric models; one employs a quasi-steady approximation while the other accounts for gas-phase transients, as well as viscous transport and pressure variations across the computational domain. Temperature and pressure dependent properties are utilized and the compression history from a typical rapid compression machine is employed to prescribe the rate of volumetric compression. n-Dodecane is used as the fuel with the surrounding gas assumed to be initially only nitrogen. A range of conditions is simulated with the two models in order resolve discrepancies between previous studies and to better understand the characteristics of the evaporation process.

The simulations have verified that wet compression can significantly increase the rate of evaporation with this primarily due to the increased droplet temperature and corresponding saturation pressure (fugacity). The increase in the density-weighted mass diffusivity is also beneficial in reducing the droplet consumption times, while the reduction in gas-phase heat diffusivity has an opposing effect. The QS model is found to predict substantially longer times of evaporation relative to the TS model. These differences can be attributed to the fact that the time scales associated with wet compression are of the same order of magnitude as those associated with liquid-phase processes, and this results in two effects. First, the initial rates of evaporation for the QS model are faster and this leads to more evaporative cooling of the droplet which reduces the saturation pressure (fugacity). Second, the gas-phase transients associated with the compression process result in higher temperatures near the droplet in the TS model and this leads to faster overall consumption times. Pressure effects under the conditions explored here (i.e., $z \ll 1$), are primarily associated with changes to the fuel concentration at the droplet surface such that the larger pressures result in longer consumption times. The effects of simultaneous pressure and temperature increase for the conditions investigated here are dominated by temperature effects. The TS model predicts negligible pressure variations across the computational domain for all of the conditions explored in this study.

Finally, increasing rates of volumetric compression can lead to faster evaporation times; however there is a corresponding increase in spatial stratification, in both the gas and liquid phases, and this many not be advantageous for RCM applications. An ‘operating map’ has been estimated for a single n-dodecane fuel droplet evaporating into nitrogen at an initial pressure of 1 bar. This map does not take into account far-field evaporative cooling or fuel saturation that would be experienced in high fuel loading conditions; however, it does provide an indication that droplets smaller than those used in Refs. [16,17] may be required for successful RCM operation with fuels having significant low temperature reactivity. Effects of evaporative cooling and fuel saturation are important, as are thermo-physical properties such as fugacity and mass diffusivity for other low vapor pressure fuels and these will be investigated in a forthcoming study.
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Appendix A. Quasi-steady evaporation model

This appendix summarizes the quasi-steady (QS) evaporation model used in this study. The model is based on work by Aggarwal and co-workers [21,22,24] and utilizes a continuum formulation for a spherically symmetric droplet. Modifications to the model for this study include accounting of the time-varying (temperature-dependent) properties of the liquid-phase, and incorporating a method to simulate compression heating of the gas-phase. Uniform pressure is assumed across the computational domain and phase equilibrium is prescribed at the droplet surface; the surrounding gas is not absorbed into the droplet. The gas-phase, liquid-phase and compression heating components of the model are presented next.

A.1. Quasi-steady gas-phase model

A single isolated fuel droplet is assumed to evaporate in an environment where the temperature and pressure are dynamically elevated due to piston compression. The gas-phase transport processes are considered to be quasi-steady, which implies that the characteristic gas-phase time is much shorter compared to the liquid-phase transient time, including the time associated with the surface regression. This formally requires that the ratio of gas density to liquid density be at least an order of magnitude smaller than unity (i.e., $\rho_g/\rho_l < 0.1$). Other assumptions include spherical symmetry, phase-equilibrium at the droplet surface, and negligible secondary diffusion and radiation. Using these approximations the energy and fuel-vapor species conservation equations can be simplified to a steady, one-dimensional form, as shown in Ref. [19]

$$\frac{d}{dr} \left( r^2 \rho_g u r^2 c_{pg} \frac{d}{dr} (T_g - T_s) \right) = 0 \quad (A1)$$

$$\frac{d}{dr} \left( r^2 \rho_g u Y_f - r^2 \rho_g D_g \frac{d}{dr} Y_f \right) = 0 \quad (A2)$$

Here $r$ is the radial coordinate, $u$ is the gas or Stefan flow velocity, $L_g$ is the gas-phase Lewis number ($\kappa_g/D_g$), and $Y_f$ is the mass fraction of fuel vapor. In addition, $T_g$ is the ambient temperature, $T_s$ is the droplet surface temperature, $\rho_g$ is the gas-phase density, $c_{pg}$ is the gas-phase specific heat at constant pressure and $D_g$ is the gas-phase binary diffusion coefficient (for fuel into ambient gases). With the boundary conditions such that $T_g = T_{\infty}$ and $Y_f = Y_{f\infty}$ at $r = r_{\infty}$ the solution to these equations is

$$\ln \left( \frac{1}{r_s} - \frac{1}{r_{\infty}} \right) = \ln \left[ 1 + \frac{c_{pg} (T_{\infty} - T_s)}{H} \right] \quad (A3)$$

$$\ln \left( \frac{1}{r_s} - \frac{1}{r_{\infty}} \right) = \ln \left[ \frac{1 - Y_{f\infty}}{1 - Y_{f\infty}} \right] \quad (A4)$$

Here $r_s$ and $r_{\infty}$ represent the radial locations at the droplet surface and far away from the droplet, respectively, and $H$ is the energy supplied to the droplet per unit mass of fuel vaporized, in order to heat the droplet and to vaporize the fuel. Using this formulation the natural log term in Eq. (A4) can be written as

$$1 - \frac{Y_{f\infty}}{1 - Y_{f\infty}} = 1 + B \quad (A5)$$

where $B$ is referred to as the mass transfer number [19]. Combining Eqs. (A3), (A4), and (A5) an expression for $H$ can be derived such that

$$\ln \left( \frac{1}{r_s} - \frac{1}{r_{\infty}} \right) = \ln \left[ 1 + \frac{c_{pg} (T_{\infty} - T_s)}{H} \right] \quad (A3)$$

$$\ln \left( \frac{1}{r_s} - \frac{1}{r_{\infty}} \right) = \ln \left[ \frac{1 - Y_{f\infty}}{1 - Y_{f\infty}} \right] \quad (A4)$$

Here $r_s$ and $r_{\infty}$ represent the radial locations at the droplet surface and far away from the droplet, respectively, and $H$ is the energy supplied to the droplet per unit mass of fuel vaporized, in order to heat the droplet and to vaporize the fuel. Using this formulation the natural log term in Eq. (A4) can be written as

$$1 - \frac{Y_{f\infty}}{1 - Y_{f\infty}} = 1 + B \quad (A5)$$

where $B$ is referred to as the mass transfer number [19].
This contribution is found to be significant for droplets that experience large changes in temperature during wet compression with differences in vaporization times on the order of ~5–10% (e.g., see Fig. 2).

### A.2. Liquid-phase diffusion-limit model

The heat and mass transport inside the droplet are assumed to be governed by the transient heat and mass diffusion equations. These equations involve a moving boundary and because of this a transformation is used to cast the moving boundary (i.e., the droplet surface) into a fixed one. The transformed equations can be expressed as (e.g., see Ref. [19]),

\[
\frac{\partial T_l}{\partial t} = \frac{1}{\kappa_l \rho_l \varepsilon_{\text{cp}l}^2} \frac{\partial}{\partial r} \left( 2 r^2 \frac{\partial T_l}{\partial r} \right) - \frac{\partial}{\partial r} \left( \frac{\rho_l D_g}{\rho_l \kappa_l} \frac{\partial T_l}{\partial r} \right) - \frac{T_l \left( \frac{1}{\rho_l} \frac{\partial \rho_l}{\partial T_l} + \frac{1}{\varepsilon_{\text{cp}l}} \frac{\partial \varepsilon_{\text{cp}l}}{\partial T_l} \right)}{\rho_l \kappa_l} - \frac{T_l \left( \frac{1}{\rho_l} \frac{\partial \rho_l}{\partial T_l} + \frac{1}{\varepsilon_{\text{cp}l}} \frac{\partial \varepsilon_{\text{cp}l}}{\partial T_l} \right)}{\rho_l \kappa_l} + \frac{\varepsilon_{\text{cp}l} \rho_l D_g}{\rho_l \kappa_l} \left( \frac{r^2}{2 \kappa_l \rho_l} \frac{\partial T_l}{\partial r} \right) \left( \frac{1}{\rho_l} \frac{\partial \rho_l}{\partial T_l} + \frac{1}{\varepsilon_{\text{cp}l}} \frac{\partial \varepsilon_{\text{cp}l}}{\partial T_l} \right) + \frac{\varepsilon_{\text{cp}l} \rho_l D_g}{\rho_l \kappa_l} \left( \frac{r^2}{2 \kappa_l \rho_l} \frac{\partial T_l}{\partial r} \right) \left( \frac{1}{\rho_l} \frac{\partial \rho_l}{\partial T_l} + \frac{1}{\varepsilon_{\text{cp}l}} \frac{\partial \varepsilon_{\text{cp}l}}{\partial T_l} \right) \left( \frac{1}{\rho_l} \frac{\partial \rho_l}{\partial T_l} + \frac{1}{\varepsilon_{\text{cp}l}} \frac{\partial \varepsilon_{\text{cp}l}}{\partial T_l} \right)
\]

(A8)

where the first two terms on the right-hand side represent the traditional, constant-property formulation, while the other three account for changes in the liquid-phase properties due to droplet heating. The temperature and thus property changes are large for these terms could be neglected for the conditions explored here.

The initial and boundary conditions for Eq. (A8) are

\[
\begin{align*}
\frac{\partial T_l}{\partial t} &= 0 \quad \text{at} \ t = 0 \\
\frac{\partial T_l}{\partial t} &= 0 \quad \text{at} \ r = 0 \\
\frac{\partial T_l}{\partial t} &= m \frac{\rho_l D_g}{\kappa_l \rho_l} \left( H - L \right) \quad \text{at} \ t = 1
\end{align*}
\]

(A9)

where \( T_l(r, \xi, t) \), \( r \), \( \xi \), and \( m \) are the normalized liquid-phase temperature, radial location, temporal variable, and vaporization rate, respectively. These normalized variables are given by

\[
\begin{align*}
T_l &= \frac{T_l}{T_{\text{ref}}} \\
r &= r / r_s \\
\xi &= \int_0^t \frac{k_t}{r_s} dt \\
m &= \frac{m}{4 \pi \rho_l D_g r_s}
\end{align*}
\]

(A10)

with \( T_{\text{ref}} \) representing a reference temperature, \( r_s \) the instantaneous droplet radius, and \( k_t \) the volume-average liquid-phase thermal diffusivity. In addition, \( z_l \) is the liquid-phase thermal conductivity, \( \varepsilon_{\text{cp}l} \) is the liquid-phase specific heat at constant pressure, and \( L \) is the heat of vaporization. A Crank–Nicolson implicit scheme with a variable grid spacing is employed to solve the set of equations.

### A.3. Gas-phase compression heating

The gas-phase compression process is implemented using an operator splitting technique where this is simulated by physically compressing the gas-phase computational mesh at each time step, thereby increasing the density of the individual computational cells and the associated internal energy (i.e., temperature). This approach accounts for the convective flow that occurs towards the droplet as a result of wet compression. Using this methodology the volumetric compression can be expressed as

\[
P_g^{n+1} = \rho_g^n (V^n / V^{n+1})
\]

(A11)

where \( n \) and \( n+1 \) represent the \( n \)th and \( n+1 \)th time steps, and \( V \) is the volume of a reaction chamber, such as the combustion chamber in an IC engine, or the internal volume of an RCM. The gas-phase compression is assumed to occur adiabatically (and reversibly) and thus the compressed pressure can be expressed as

\[
P_g^{n+1} = P_g^n (V^n / V^{n+1})^\gamma
\]

(A12)

where \( \gamma \) is the isentropic expansion coefficient, which reduces to the ratio of gas-phase specific heats, i.e., \( c_{p,g}/c_{v,g} \) for ideal gas conditions. \( P \) is pressure in this expression. The specific heat ratio is computed using molar-weighted properties averaged over the gas-phase domain. The new cell temperatures are determined using the ideal gas equation of state.

### A.4. Solution procedure

The solution procedure for the quasi-steady model involves first a calculation of the phase-equilibrium at the droplet surface with the surface temperature, \( T_s \), used from the previous time step. The average gas-phase temperature and species mass fractions are then computed using Eq. (A11) and the thermo-physical and transport properties of the gaseous mixture calculated with expressions described previously. The volume-averaged liquid fuel properties including specific heat, thermal conductivity, and density are then computed. The new \( T_s \) is next determined using the diffusion-limit model discussed in Section A.2 and the droplet radius is calculated from Eq. (A6). Finally, the compressed densities and pressure of the gas-phase are computed using Eqs. (A11) and (A12).

### Appendix B. Transient evaporation model

This appendix summarizes the transient evaporation model used in this study. The model is based on work by Aggarwal and co-workers [26–29] and utilizes a continuum formulation for a spherically symmetric droplet. Modifications to the model for this study are primarily to account for the compression heating of the gas-phase, and to incorporate some thermo-physical models that are consistent with the quasi-steady evaporation model.

The transient two-phase governing equations are written in a spherical coordinate system with phase equilibrium prescribed at the droplet surface. Radiation and second-order effects, such as the Soret and Dufour effects, are assumed to be negligible. The model considers mass, species, momentum and energy conservation throughout the gas-phase domain and it considers absorption of gas into the liquid phase, while resolving species diffusion process within the droplet. Both the gas- and liquid-phase properties are considered to be functions of species, temperature and pressure, and an adaptive grid is used to account for the surface regression. An operator splitting technique is incorporated to physically compress the computational mesh at each time step to account for compression heating of the gas-phase. The governing equations and the inter-phase conditions at the droplet surface are reviewed next.
B.1. Governing equations

For the gas-phase region \( r > r_s(t) \), the governing equations include the conservation equations for mass, species, momentum, energy and the equation of state (EOS):

\[
\frac{\partial \rho_k}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r}(r \rho_k u_k r) = 0 \tag{B1}
\]

\[
\frac{\partial \rho_k}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r}(r \rho_k u_k r^2) = \frac{1}{r^2} \frac{\partial}{\partial r} \left[ \rho_k Da^2 \frac{\partial Y_k}{\partial r} \right] \tag{B2}
\]

\[
\frac{\partial \rho u}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r}(r \rho u^2 r) + \frac{\partial}{\partial r} \left[ \frac{\rho u}{r} \right] + \frac{\partial}{\partial r} \left[ \frac{2 \mu_k r \frac{\partial u}{\partial r} + \lambda_k \frac{\partial (u^2)}{\partial r} \right] - \frac{2}{r^2} \left[ 2 \mu_k u + \frac{\lambda_k}{r} \frac{\partial (u^2)}{\partial r} \right] \tag{B3}
\]

\[
f_1(T_s, P, \rho_s, \rho_s^1, \ldots, \rho_s^n) = 0 \tag{B5}
\]

In Eqs. (B1), (B2), (B3), (B4), (B5), \( t \) and \( r \) refer to temporal and spatial variables, respectively, and \( \rho_k, D_k, Y_k, \) and \( h_k \) represent the gas-phase density, diffusion coefficient, mass fraction and specific enthalpy of the \( k \)th species, respectively, with \( N \) the total number of species. The parameters \( \eta_s, \nu_k \), and \( \lambda_k \) are the gas-phase thermal conductivity, viscosity, and second viscosity coefficient, respectively. In addition, \( u \) is velocity, \( T_s \) temperature, \( P \) pressure and \( t \) mass-specific internal energy. Eq. (B5) is a \( P-T \) relation for the fluid mixture, such as the ideal gas or Peng–Robinson EOS.

For the liquid-phase region, \( r < r_s(t) \), the governing equations include only species and energy diffusion

\[
\frac{\partial \rho_k}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( \rho_k u_k r^2 \frac{\partial X_k}{\partial r} \right) \tag{B6}
\]

\[
\frac{\partial}{\partial r} \left( \rho u \right) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( 2a^2 \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial r} \left[ \sum_{k=1}^{N} \rho_k D_k h_k \frac{\partial X_k}{\partial r} \right] \tag{B7}
\]

In these expressions the subscript ‘l’ denotes the liquid phase, and \( c_p \) is the specific heat at constant pressure; \( X_k \) is the mass fraction of species \( k \) in the liquid-phase.

B.2. Boundary conditions

The boundary conditions at the droplet center \( (r = 0) \) are: \( \partial T / \partial r = 0 \) and \( \partial \rho_k / \partial r = 0 \); for the far-field the standard boundary conditions are applied: \( \bar{T}_s \rightarrow T_s, P \rightarrow P, \rho_k \rightarrow \rho_k \). On the droplet surface, \( r = r_s(t) \), the conditions of mass and energy conservation, and of thermodynamic equilibrium can be expressed as

\[
\dot{m} X_k - \rho_h D_h \frac{\partial X_k}{\partial r} \bigg|_{r=r_s} = \dot{m} Y_k - \rho_k D_k \frac{\partial Y_k}{\partial r} \bigg|_{r=r_s} \tag{B8}
\]

\[
-2 \lambda_k \frac{\partial T}{\partial r} \bigg|_{r=r_s} = -2 \lambda_k \frac{\partial T}{\partial r} \bigg|_{r=r_s} + \sum_{k=1}^{N} \left( \dot{m} Y_k - \rho_k \frac{\partial Y_k}{\partial r} \right) \bigg|_{r=r_s} \cdot L_k + \frac{m}{2} \frac{u^2}{\rho} \frac{\partial u}{\partial r} + \frac{\lambda_k}{r^2} \frac{\partial (u^2)}{\partial r} \tag{B9}
\]

\[
f_2(T_s, P_s, X_{1s}, X_{2s}, \ldots, X_{N_s}, Y_{1s}, Y_{2s}, \ldots, Y_{N_s}) = 0 \tag{B10}
\]

where \( \dot{m} \) is the droplet vaporization rate, and \( X_{ki} \) and \( Y_{ki} \) represent respectively, the liquid- and gas-phase mole fractions of the \( k \)th species at the droplet surface. The latent heat of vaporization of species \( k \) is \( L_k \). The specific form of Eq. (B10) can be derived from the condition of thermodynamic and mechanical equilibrium at the droplet surface presented in the next section.

In supercritical environments (not seen for the conditions explored here) the droplet may experience a thermodynamic state transition from sub-critical to supercritical. Eqs. (B8), (B9), and (B10) are only applicable until the droplet surface reaches a critical mixing point; at the critical mixing point, the droplet surface becomes indistinguishable from the gas-phase. The subsequent droplet regression is then characterized by the motion of the critical surface which moves inward continuously, as discussed extensively in Refs. [18,19]. These effects are taken into account in the evaporation software.

B.3. Vapor–liquid equilibrium at the droplet surface

When the droplet surface is in mechanical and thermodynamic equilibrium, the temperature, pressure and fugacity of each species in the gas phase is equal to the corresponding property of the same species in the liquid phase. The equality of the fugacity of species \( k \) is expressed as

\[
\phi_k Y_k = \phi_k X_k \tag{B11}
\]

where \( \phi_k \) is the fugacity coefficient of the \( k \)th species, and is a function of pressure, temperature and composition. It is given generally in terms of the volumetric properties of the mixture by the following thermodynamic relation:

\[
RT \ln(\phi_k) = \int_{z_0}^{z} \left( \frac{\partial p}{\partial n_k} \right)_{T, x_k} - \frac{RT}{v} \; dz - RT \ln z \tag{B12}
\]

where \( n_k \) is the mole number of the \( k \)th species and \( z \) is the compressibility factor, \( z = p/v \). Eqs. (B11) and (B12) provide the basic relations for vapor–liquid equilibrium calculation. These expressions, along with Eqs. (B8) and (B9), provide a closed system to determine the temperature and species mole fractions at the droplet surface. These represent a system of highly non-linear algebraic equations that are solved iteratively at each time step.

For systems with multi-component mixtures the latent heat of vaporization of each species is defined as the difference between the partial molar enthalpy of that species in the vapor and liquid phases. The following thermodynamic relation then gives the partial molar enthalpy of the \( k \)th species:

\[
L_k = h_k - h_0 = -RT^2 \frac{\partial}{\partial v} \ln \phi_k \tag{B13}
\]

where the superscript ‘0’ denotes the property in the ideal gas state. This equation is solved iteratively along with Eqs. (B8), (B9) and (B11), (B12).

B.4. Gas-phase compression heating

The gas-phase compression process is computed similarly as with the quasi-steady model where the computational mesh is physically compressed at each time step thereby increasing the density of the computational cells (Eq. (A11)) and the associated internal energy. The gas-phase compression is assumed to occur adiabatically so that the new cell specific internal energy can be determined based on energy conservation

\[
U_{n+1} = U_n - \int_{v_n}^{v_{n+1}} P_n \; dv \tag{B14}
\]
The PR-EOS (Eqs. (B6)-(B10)) is used in conjunction with these expressions to iteratively determine the resulting cell pressure and temperature. Momentum of each gas-phase computational cell is also conserved during the compression operation, where this is expressed as

\[ (\rho_g^n u^n_g)^{n+1} = (\rho_g^n u^n_g)^n \]  

(B15)

\[ F_{\text{mean}} = \frac{1}{T_{\text{g}}} + 2 F_g. \]  

(C1)

In this expression \( F \) represents an arbitrary property (e.g., \( c_p \)) and the subscripts denote the surface conditions, \( s \), and the far-field conditions, \( \infty \). This approach enables the model to better capture the physics near the droplet surface which govern the rate of evaporation, as opposed to a volumetric averaging which would be weighted more significantly to the far-field conditions, especially for large computational domains, i.e., \( r_s \gg r_c \).

C.2. Transient evaporation model

The gas- and liquid-phase thermo-physical properties for the transient model are considered to be functions of pressure, temperature and composition. Similar low pressure models are used between this evaporation model and the quasi-steady one. The method suggested by Chung et al. [53] is employed to calculate the viscosity of the gas mixture while the thermal conductivity is based on the group contribution model of Roy and Thodos [48,50]. The binary gas-phase mass diffusivity is calculated using the empirical model of Fuller et al. [50] with corrections for pressure effects using the Takahashi correlation [54]. For multi-component mixtures, the effective diffusivity is obtained using the formula given by Bird et al. [55]. The gas density is calculated directly from the PR-EOS [56], while the saturation condition, including \( \phi_s \) and \( k_s \), is also computed directly from the PR-EOS (e.g., see ref. [50]).

The enthalpy of the gas mixture is based on pure component enthalpies obtained from the CHEMKIN database (computed using the THERM software [46]). A generalized thermodynamic correlation based on a three-parameter corresponding states method [57] is used to compute the enthalpy correction for high-pressure effects. The specific internal energy of the gas mixture in Eq. (B4) is given by

\[ I = \sum_{k=1}^{N} Y_{kh_k}(T) - P_{Tu} \]  

(C2)

which relates the specific internal energy to the equation of state through the gas temperature and pressure.

The heat capacity of pure liquid components is calculated based on the group contribution model described by Ruzicka and Domalski [47] and then extended to mixtures using Filippov’s rule [58]. The liquid-phase thermal conductivity and mass diffusivity are obtained using the correlations of Latini et al. [50] and Nakahishi [59], respectively. The liquid density is calculated based on a fourth-order polynomial fit of experimental data, with these recorded near 1 atm, along with the high pressure correction given by Thomson et al. [60].

Under some conditions there could be differences in the simulation results between the quasi-steady and transient evaporation models due to the different EOS and thermo-physical models employed. However, for the cases explored here these effects are found to be negligible in comparison to other effects, especially gas-phase transients. A check was conducted however, where the IG-EOS was substituted into the transient evaporation model and the high pressure contributions to the properties were eliminated; the results of this check were almost identical for all conditions.

C.3. Comparison with experimental data

Fig. C1 provides a comparison of the experimental data and property models for density, heat capacity and thermal properties.
conductivity for liquid n-dodecane. The data of Cauldwell et al. [45], Finke et al. [61], Benson et al. [62], Bessieres et al. [63], Kashiwagi et al. [64] and Tanaka et al. [65] are included. These are plotted as a function of temperature with pressures near 1 atm. It can be seen that the models do an excellent job of replicating the experimental data. However, the available data covers only a narrow range of temperatures. This is due to experimental difficulties of handling n-dodecane at higher temperatures where thermally-induced decomposition can be problematic. Some of the simulated cases explored in this study indicate liquid-phase temperatures upwards of 600 K and this limitation in the data should be kept in mind when reviewing the figures, e.g., Fig. 5.

In Fig. C2 the saturation pressure of n-dodecane is presented as a function of temperature. Data collected by Maia de Oliveira et al. [66], Morawaetz [67], Sasse et al. [68], and Smith et al. [69] are plotted and the normal boiling point of 488 K is highlighted. Correlations due to Lee and Kessler [51] and the Clausius–Clapyron approximation are both drawn, where the normal boiling point is chosen as the reference condition for the Clausius–Clapyron expression. It can be seen that at room temperature, which is significantly lower than the normal boiling point of n-dodecane, the Clausius–Clapyron approximation results in a substantial under-prediction of the saturation pressure. This error results in longer computed evaporation times relative to a more accurate representation of P°. The PR-EOS saturation curve is also shown in Fig. C2 where very good agreement is seen between the Lee and Kessler correlation and the PR-EOS prediction. Vaporization enthalpies between the two models, though not shown here, also agree very well.

The gas-phase heat capacity and thermal conductivity of n-dodecane are presented in Fig. C3. The CHEMKIN data [44] and the data due to Mustaeva [70] are included for reference. Excellent agreement is also seen in this figure for the cp and κ correlations used in this work. Again noticeable is the limited range of available experimental data.

Fig. C1. Comparison of experimentally measured and model values for density, heat capacity and thermal conductivity for liquid-phase n-dodecane at conditions near 1 bar.

Fig. C2. Comparison of experimentally measured and model values for vapor pressure of n-dodecane covering conditions from near the triple point to the critical point.

Fig. C3. Comparison of experimentally measured and model values for heat capacity and thermal conductivity for gas-phase n-dodecane at conditions near 1 bar.
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